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Abstract
This paper provides a cost-effective approach to creating new regional information in small domains from existing sources to meet specific regional information needs. Many national and local organisations need such small area estimates to identify and measure progress towards desirable community outcomes. The approach outlined in this paper will be valuable to policy analysts across government and to regions, councils and community organisations, research institutes and academics, and other parties with regional/local interests.

The paper resolves some important technical problems in applying loglinear modelling techniques to estimate regional information in small areas, where data are sparse, using unemployment data as an illustration. 
In New Zealand, the official unemployment rate is estimated quarterly by the Household Labour Force Survey (HLFS), but the sample size is too small to be reliable in small areas. The Ministry of Social Development (MSD) records numbers of registered unemployed people in all small areas, but its definition of unemployment is different from the official definition used in the HLFS. Currently, the approach of Structure PREserving Estimation (SPREE) is used to combine these two sources of data to obtain small area estimates of unemployment by the official definition. 

Noble et al (2002) showed that SPREE has limitations that could be overcome by using loglinear modelling, the benefits being potential model improvement and quality assessment. However, the modelling algorithm is hard to implement in SAS
, the common statistical analysis platform for the New Zealand public sector, due to three major problems:

· the way the design matrix is written is incompatible with the “Proc Genmod” procedure in SAS

· an important step in estimating cell frequencies from survey margins is unclear in the modelling procedure

· the user has to manually write the design matrix of the model. 

This paper presents approaches to resolve these problems, and provides novel SAS programs to show how to apply loglinear modelling to small area estimation of official unemployment from MSD and HLFS data, for both the conventional saturated models and the more general alternative models. The methodologies can be used to derive small area estimates of social, economic, or other variables, where administrative or survey data are not individually sufficiently reliable. The implications of the work are further discussed.
Keywords: small area estimation, unemployment, loglinear modelling, SPREE, “Proc Genmod” procedure in SAS.

Introduction

Through the Local Government Act 2002, Territorial Local Authorities (TLAs) in New Zealand are obliged to identify measures of desirable community outcomes and to monitor progress in social wellbeing over time. This task requires relevant and timely regional information in small areas on social and economic phenomena. The term “small area” may mean areas below the levels of state, province, region or major metropolitan areas, but can be used more broadly to refer to any small subgroup or domain of the population (Brackstone 2002). In this paper, it refers mostly to TLAs or any combination of geographic area by demographic variable (eg TLA by sex by age group by ethnicity).

Statistics New Zealand (SNZ) conducts the quarterly Household Labour Force Survey (HLFS), with a sample of approximately 15,000 households and 30,000 individuals for the estimation of the official unemployment rate. The HLFS sample size is large enough to produce direct estimates in 10 of the 16 regional councils, but it is insufficient for reliable small area estimation of unemployment, due to relatively large sampling error. Although the Ministry of Social Development (MSD) records actual numbers of registered unemployed people in all small areas of the New Zealand population, its definition of unemployment is different from the official definition used in the HLFS and the International Labour Organisation.
 Thus, MSD does not provide a direct measure of official unemployment.

SNZ currently uses a procedure called Structure PREserving Estimation (SPREE) to adjust MSD unemployment register data so that they align with the more reliable and updated HLFS margins for different subgroups of the population, based on the high correlation between unemployment measures from the two sources (Green et al 1998). This provides a foundation for linking the two sources of data for a more reliable estimate of the official unemployment rate in New Zealand. The major problems of SPREE are the lack of flexibility in incorporating auxiliary information for model improvement and the unavailability of diagnostic statistics for quality assessments. 

Noble et al (2002) showed how the task of small area estimation could be formulated within a generalised linear model (GLM) framework, for which SPREE is a special case. This framework provides a range of loglinear models that are alternatives to and extensions of SPREE. Advantages of the loglinear modelling approach are that additional auxiliary information can be incorporated into the models and that the model quality can be assessed accordingly. This loglinear modelling approach, however, is hard to implement in the SAS statistical analysis platform commonly used in the New Zealand public sector, due to three major problems:
· the way the design matrix is written is incompatible with the “Proc Genmod” procedure in SAS
· an important step in estimating cell frequencies from survey margins is unclear in the modelling procedures
· the user has to manually write the design matrix of the model. 

This paper aims to solve these problems and describe how the loglinear modelling approach can be applied in SAS to gain small area estimates of unemployment in New Zealand. Novel fundamental and more efficient SAS programs are provided, along with practical example applications. The methodologies can be used for small area estimation of other variables of social and economic importance, where data are sparse from available sources.
Loglinear modelling in the generalised linear model framework

Small area estimation and Structure PREserving Estimation (SPREE)

Various small area estimation methods have been applied in different countries for labour- and employment-related statistics (Gonzales and Hoza 1978; Lundstrom 1990; Ghosh and Rao 1994; Bartholemew et al 1995). Green et al (1998) argued that auxiliary information from previous censuses and surveys could improve sample estimates in small areas by lowering the mean square error (MSE). Synthetic small area estimates based on an underlying population model, rather than current survey data, are possible even when the survey does not cover all small areas. Green et al thus argued that SPREE be used for small area estimation of unemployment in New Zealand since data from MSD are more frequently available via administrative records than both HLFS and the five-yearly census. 

SPREE is a synthetic estimation method that fits implicit loglinear models by classic iterative proportional fitting (IPF) (Purcell and Kish 1979; Purcell and Kish 1980; Bishop et al 1975; Agresti 1990), with the internal multiway contingency table structure determined from an earlier census and the margins from the current survey. Adjusting internal table entries to new margins yields the desired small area estimates. For unemployment estimation in small areas in the New Zealand context, the SPREE method involves using two fundamental structures for data linking and modelling. The detailed MSD administrative data on the unemployment register are used as an association structure, while the updated HLFS margins of official unemployment for each of the geographic and demographic variables are used as an allocation structure. Hence, the finer structure from the MSD unemployment register for different combinations of age, ethnicity, gender, and other categorical variables is rescaled to correspond with the most updated HLFS margins, thus allowing for efficient small area estimation of official unemployment. 

Loglinear modelling

Marker (1999) proposed a general linear regression model framework for small area estimation, in which SPREE was not included, but suggested that SPREE could be expressed as a loglinear model. Noble et al (2002), adopting the approach by Nelder and Wedderburn (1972), formulated both Marker’s methods and SPREE in a GLM framework. 

A GLM, as defined by McCullagh and Nelder (1989), is composed of three essential components: 
· a random vector 
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 whose elements independently follow a single exponential family distribution
· a parameter vector 
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 and the design matrix 
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 which are used in a linear predictive function 
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Examples of GLM include linear regression, Poisson regression, logistic regression and loglinear model (Nelder and Wedderburn 1972). The solution of a GLM needs to be iterative because the variance-covariance structure of the error process changes at each iteration. 

The unemployment count used in the SPREE model follows a Poisson distribution at small areas. Let 
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 denote the column vectors of observed and expected small area unemployment counts for the 
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 cells in the contingency table. The SPREE model can be fitted as a loglinear model shown below,  
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 being the number of parameters in the model, and 
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) design matrix (or model matrix as defined by Agresti (2002)). Since SPREE is a saturated loglinear model, we have 
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. Other forms of loglinear model, such as unsaturated models, can be used for unemployment counts in small areas.  

The saturated model in loglinear modelling PRIVATE


PRIVATE "TYPE=PICT;ALT=$ \mathcal{P}_{max}$"is the extreme case where the maximum number of parameters is used so that the number of parameters in the model equals the number of cells in the contingency tables, and the observed response values equal the predicted response values. The SPREE model fitted as a loglinear model, for instance, belongs to this category, where all the factors (categorical variables) and their possible interactions constitute the model terms. In practice, however, unsaturated models are preferable, since their fit smoothes the sample data and has simple interpretations (Agresti 2002). A further extension of the unsaturated models is referred to in this context as alternatives models, which allow more flexibility via incorporating auxiliary information on top of the factors and their possible interactions. As a result, the model terms can take any form depending on the information to be used in the model, eg the use of the square or cubic of a factor as a model term.

Potential application of loglinear modelling in small area estimation

Throughout the rest of this paper, MSD unemployment counts are referred to as census data due to its coverage of the New Zealand population, whereas HLFS unemployment counts are named survey data. For small area estimation via loglinear modelling, the idea is to fit a GLM to census data and then adjust some of the lower-order parameters (eg main effects and/or two-way interaction terms) in the model in line with sample survey data. The design matrix and the vector of parameters 
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[image: image25.wmf]1

X

 is the part of the design matrix 
[image: image26.wmf]X

 corresponding to 
[image: image27.wmf]1

b

. 
[image: image28.wmf]2

b

 denotes those parameters that are estimated by the census data (eg high-order interaction terms), and 
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 should be partitioned such that the model terms for which updated information is available from the survey data (be they main effects or interactions) are used as 
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The two models are fitted from using different data sources and hence referred to as the census model and the survey model respectively. They can be written as
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for the census data
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for the survey data

where 
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 are observed small area unemployment counts (cell frequencies) for the census and survey data, respectively, which both follow Poisson distribution. Since the survey data are not sufficiently detailed to estimate 
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 will stay the same from the census model to the survey model. 

In practical applications, the census model is fitted first, be it a saturated or alternative model, to obtain an estimate of 
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. Then the survey data (usually margins for different categorical variables) are used to fit the following model
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This is equivalent to predicting any small area estimates using
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Novel SAS programming on loglinear modelling

Example applications of the approach

The example data sets

The two example data sets, denoted as Tables 5.1 and 6.2 respectively in Noble et al (2002), are listed in Appendices A and B. These are census-type raw unemployment data (table cell frequencies or small area counts) from MSD. These counts in small areas obviously follow a Poisson distribution, and can be fitted using SPREE or loglinear models. The two data sets are used to demonstrate how loglinear modelling approaches can be adopted in SAS.

Appendix A has data of unemployment counts from MSD for nine regions by two sexes by three age groups; they are used to fit saturated loglinear models or the SPREE model. Appendix B has data of unemployment counts from MSD for nine regions by two sexes by 11 age groups; they are used to fit alternative loglinear models. 

The design matrix

For the data in Appendix A to be used for fitting the saturated model, the design matrix for the census model, denoted as 
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, is written with a constant term of 1. For each level of the sex variable (male and female), code 1 for belonging to the level and 0 for not belonging. For each of the three age groups, code 1 for belonging to the level and 0 for not belonging. The same rule applies for the nine regions, with the last region being Wellington. The interaction terms in the matrix, which are all categorical, are simply products of the corresponding main effect codes. Appendix C lists the design matrix for this example data set. For the data in Appendix B to be used for fitting the alternative model, the design matrix can be written similarly, except that the age-squared term is the square of the continuous variable age (Appendix D). 

This way of writing the design matrix is referred to as the (1, 0) method and is recommended for loglinear modelling using the “Proc Genmod” procedure in SAS. In contrast, Noble et al (2002) defined the design matrix differently, where each level of a categorical variable is coded as 1, 0, or –1 and is hence known as the (1, 0, –1) method. Their way of coding, however, fails to work with the “Proc Genmod” procedure and is therefore hard to implement in the SAS platform. Both ways of coding the design matrix are correct, but the (1, 0, –1) method has to be used to tailor the loglinear modelling approach to SAS procedures.   

Outline of the modelling procedure

The procedure for loglinear modelling in SAS is summarised in the following three steps, while detailed explanation with sample data applications is described in the next section.
1 Fit census model 
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2 Estimate pseudo small area counts 
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 using updated survey margins (survey data) by a closed form formula (or IPF) due to the structure of the design matrix 
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3 Fit survey model using the estimated pseudo counts while holding 
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Demonstration of the loglinear modelling procedure

The Newton-Raphson method is used for the loglinear modelling using the “Proc Genmod” procedure in SAS, as an alternative to the SPREE method using IPF. The following steps are recommended for loglinear modelling in SAS. 

4 Fit the census model to obtain estimate of 
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This census loglinear model is fitted using the “Proc Genmod” procedure in SAS. 
[image: image64.wmf]11

C

X

b

 refers to the part of the design matrix and model parameters that will be re-estimated from the updated survey data. For the standard saturated loglinear model (the SPREE model) using census data in Appendix A, 
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 denotes the terms for the main effects of sex and age groups (see SAS program for saturated model in Appendix E for details). For the alternative loglinear model using census data in Appendix B, 
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 refers to the terms for the main effects of sex and continuous variable age and age squared (see SAS program for alternative model in Appendix E for details). 
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 will remain unchanged due to insufficient updated information for these terms from the survey data. Whether a model term will be changed after incorporating survey information depends on the availability of reliable data on this term. 

In SAS, this step requires census data to be inputted and then writing the design matrix, based on the model terms. (Note that the design matrices are slightly different between the saturated and alternative models, mainly because age is used in the saturated model as a categorical variable, whereas age is used in the alternative model as a continuous variable and the term “age squared” is also included.) Next, the census raw data are used to fit the census model using the “Proc Genmod” procedure, as described above. Finally, the model parameter estimates from the output and the design matrix are used to estimate 
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. Note that the shortcut is to output the predicted values directly in the “Proc Genmod” procedure using the “output” statement, as shown in Appendix E, so that the 
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2
Estimate pseudo small area counts 
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 (contingency table cell frequencies) using updated survey margins (survey data) by a closed form formula (or IPF) due to the structure of the design matrix 
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Birch (1963) showed that likelihood equations for loglinear models match minimum sufficient statistics to their expected values; hence a unique set of fitted values both satisfies the model and matches the data in the minimum sufficient statistics. For the example data sets used in this study, where sex and age group main effects are to be updated from the survey margins, the table cell probability (
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where 
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 (for data in Appendix B) for different levels of the age group variable. 
[image: image79.wmf]i

n

+

 and 
[image: image80.wmf]j

n

+

, assumed mutually independent from each other, are updated margins for the categorical variables sex and age group from HLFS unemployment data, and 
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 is the grand total of all cell frequencies in the contingency table. Note also that the terms (sex and age group) used in the above equations are predetermined by the availability of updated survey margins, as is shown in the split between 
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For more general situations where the updated information from surveys can include any combination of terms in the saturated model (eg sex, age, ethnicity, sex by age, and sex by ethnicity), choice of estimating pseudo small area counts (cell frequencies) can be worked out from the range of loglinear models listed in Agresti (2002, section 8.6). He described the estimated cell frequencies as pseudo data values. Note also that the assumption of independence between variables to be updated is not essential. Fienberg (2000) described how expected cell frequencies could be estimated from relevant margins for other models of conditional independence, where one two-factor term and all its higher-order interactions are equal to 0. If direct estimation of cell frequencies from the margins is not possible, then IPF methods need to be used.

The upper part of Tables 1 and 2 has the updated margins from the HLFS and estimated probabilities of the cell frequencies using 
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. The lower part of Tables 1 and 2 has estimates of table cell frequencies calculated from the updated survey margins using 
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. Each of these estimated cell frequencies is the sum of the 9 regions, and hence needs to be divided by 9 to yield the small area raw data (cell frequencies) for the 2 by 3 by 9 table for the saturated model or for the 2 by 11 by 9 table for the alternative model to be used in the next step. 

Table 1: Updated margins of unemployment count data from HLFS for the same quarter and estimation of cell frequencies from them for the saturated loglinear model

	
	
	Age groups
	
	New 

margins
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	25–49
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	Probability estimation for cell frequencies 
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	Age margins
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	Cell frequency estimation( 
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	Male
	0.2303 ( 109241=25156
	0.2716 (109241= 29671
	0.0668 ( 109241= 7297
	

	Female
	0.1746 ( 109241=19079
	0.2060 ( 109241=22503
	0.0507 ( 109241= 5534
	


( Each of these frequency estimates needs to be divided by 9, since they are the sum of the cell frequencies of the 9 regions.
Table 2: Updated margins of unemployment count data from HLFS for the same quarter and estimation of cell frequencies from them for the alternative loglinear model

	Age group
	15–19
	20–24
	25–29
	30–34
	35–39
	40–44
	45–49
	50–54
	55–59
	60–64
	65–69
	Sex margins

	Median age
	17.5
	22.5
	27.5
	32.5
	37.5
	42.5
	47.5
	52.5
	57.5
	62.5
	67.5
	

	
	
	

	
	Probability estimation for cell frequencies 
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	Male 
	0.1289
	0.1014
	0.0742
	0.0590
	0.0519
	0.0472
	0.0394
	0.0271
	0.0190
	0.0170
	0.0036
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	Female
	0.0978
	0.0769
	0.0563
	0.0447
	0.0393
	0.0358
	0.0299
	0.0206
	0.0144
	0.0129
	0.0027
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	Age margins
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	Cell frequency estimation(  
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	Male 
	14081
	11075
	8106
	6440
	5667
	5156
	4302
	2966
	2078
	1859
	395
	

	Female
	10679
	8400
	6148
	4884
	4298
	3911
	3263
	2249
	1576
	1410
	300
	


( Each of these frequency estimates needs to be divided by 9, since they are the sum of the cell frequencies of the 9 regions. 

In SAS, this step is straightforward. These small area counts (cell frequencies) need to be combined with 
[image: image116.wmf]22

ˆ

X

b

 for the convenience of the next step of modelling.

3
Fit the survey model using the pseudo small area counts (the estimated cell frequencies) while holding 
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where 
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The adjustment term 
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, to the log of the fit, is called an offset, where the fit of the above model corresponds to using 
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 as a predictor on the right-hand side and forcing its coefficient to be 1.0. This main effects loglinear model is fitted using the “Proc Genmod” procedure in SAS. Thus, 
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 is estimated, which includes the main effects for both sex and age group for the saturated model and the main effects for sex and continuous variable age and age squared for the alternative model. Predictions of table cell frequencies are available from the “Output” statement in the “Proc Genmod” procedure, while model parameters are found using the “Make” and “Out” statements in the “Proc Genmod” procedure. “Obstats” gives model diagnostics for quality assessment. Note that these can also be obtained from using the “Ods” rather than the “Make” statement in the “Proc Genmod” procedure.

In summary, the model for predicting updated cell frequencies (small area estimates) is 
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This is equivalent to predicting any small area estimates using
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The model quality can be assessed from the output statistics, shown in the SAS output area. 

The procedures described here demonstrate how loglinear modelling approaches can be applied in the SAS environment using the “Proc Genmod” procedure for both the saturated loglinear models and the alternative loglinear models. The SAS programs, referred to as the fundamental SAS programs, are listed in Appendix E for both types of model. The advantage of this is that the original and intermediate modelling steps such as design matrix are clearly documented, which makes it easy for readers to use both the approach and the attached SAS programs. The disadvantage, however, is that the design matrix has to be manually written and hence is less efficient for experienced users.

Some technical issues

More efficient SAS programs

Loglinear modelling using the “Proc Genmod” procedure in SAS requires that the design matrix be “manually” written and that the 
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 term be “manually” estimated using the design matrix and the parameter estimates from the census model. This makes it inconvenient for modelling in SAS and the program becomes undesirably lengthy. Feasible solutions are found, based on Agresti (2002, section 8.7) and some theoretical interrelationships between model terms and parameters in the “Proc Genmod” procedure. 

Traditionally, adjusting the cell frequencies of a contingency table (small area estimates) by desired margins of certain categorical variables is known as table standardisation (Agresti 2002:345). Let 
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 denote expected frequencies of the original contingency table, which corresponds to the predicted values of the census model. Let 
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 be expected frequencies in the standardised table, which corresponds to the predicted values of the survey model with offset. 
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 refers to the part of the design matrix and model parameters that are to be estimated using updated survey margins. Based on Agresti (2002), the table standardisation process corresponds to fitting the loglinear model 
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A simple transformation of the above model arrives at
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This model is then compared with the survey model in step 3 of the modelling procedure
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Thus, 
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 holds for both saturated and alternative loglinear models. For saturated models, 
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Agresti (2002) regarded the alternative to the IPF algorithm to fit the above model as using the Newton-Raphson method with a table of pseudo data that satisfy independence and have the desired margins, taking 
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 as an offset. The pseudo data values correspond to the cell frequency estimates derived at step 2 of the modelling procedure, but the independence between the marginal variables is not essential. When the ratios 
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 satisfy the independence model, the standardised table necessarily has the same odds ratios as the census data table.

The above relations are summarised as follows: 
1 setting the logarithms of the original census data as an offset is equivalent to offsetting the logarithms of the predicted values of a saturated census model
2 setting the logarithms of the predicted values of a census model as an offset is equivalent to defining 
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These relationships are used to optimise the loglinear modelling procedures so that there is no need to manually write the design matrix. The first relation can be used for a saturated model, and the second for both saturated and alternative models. The applications of these are included in the SAS programs for both types of model listed in Appendix F.

For both fundamental programs and the more efficient programs listed in Appendices E and F, the predictions produced from these programs agreed with those shown in Noble et al (2002). We also used 34 quarters of historical MSD and HLFS unemployment data to fit both the conventional SPREE model using IPF algorithm and the saturated loglinear model using the “Proc Genmod” procedure (Newton-Raphson algorithm) for comparison. Results show that both types of model produce the same predictions for these quarters. 

The relative merits of these more efficient programs in Appendix F are just the opposites of the fundamental SAS programs in Appendix E. The user needs to choose the one that is appropriate to their level of experience, personal style and time constraints in SAS modelling. It always pays to start with the fundamental SAS programs for an essential understanding of the model inputs, outputs and intermediate steps. Then it is time to move on to the more efficient SAS programs to improve efficiency. The two types of program could also be used for checking against any possible errors in both data input and model processing.
The relative merits of the Newton-Raphson algorithm

The loglinear modelling “Proc Genmod” procedure uses the Newton-Raphson method, which is an alternative to the IPF algorithm adopted by the conventional SPREE model. Both algorithms have their own merits, and here is a brief comparison between them. 

The IPF algorithm is easy and simple to implement, and converges to the maximum likelihood even when likelihood is poorly behaved, eg with zero fitted counts and estimates on the boundary of the parameter space. It is applicable primarily to models for which likelihood equations equate observed and fitted counts in marginal tables. The IPF does not produce the model parameter estimates and diagnostic statistics, and it sometimes converges slowly compared to Newton-Raphson. Overall, the IPF algorithm is increasingly viewed as primarily of historical interest rather than as an essential tool for comprehensive modelling.

The Newton-Raphson method, on the other hand, is more complex, requiring a system of equations to be solved at each step. It is sometimes not feasible when the model is of high dimensionality, eg when the contingency table and parameter vector is huge. Newton-Raphson is a general-purpose method that can solve more complex likelihood equations. It produces both model parameter estimates and quality measures. Because Newton-Raphson applies to a wide variety of models and also yields standard errors, it is the fitting routine used by most statistical software for loglinear models (Agresti 2002). 

Noble et al (2002) indicated a possible rounding problem for loglinear modelling using the “Proc Genmod” procedure for the earlier version of SAS. This is not an issue for SAS version 8.0 onwards. Future areas of research may need to focus on different variations of step 2 of the modelling procedure, when updated survey information is available and should be used for not only the main effects but also part of the interactions terms. For instance, if there are reliable estimates for main effects of sex, age, and ethnicity, plus sex by age, and sex by ethnicity interactions, then the estimation of the pseudo data in survey model 1 may be relatively more complex. The methodology, however, is the same as is outlined in the previous sections.

Discussion

Potential applications of the loglinear modelling approach

The demand for data at small geographical levels is growing, especially from local councils and businesses needing to make investment, marketing and location decisions. Censuses or complete enumerations of populations are the traditional sources for information on small areas. Administrative records, including national registers, that cover all, or almost all, of a defined population are in many respects equivalent to a census. National sample surveys are rarely large enough to produce small area data directly, but they do represent a valuable current source of information that can be used, under certain assumptions and in combination with other sources, to produce valuable and timely small area data. 

The requirement in the Local Government Act 2002 for TLAs to identify and measure progress towards community outcomes has intensified the need for regional and local information, including information that links the contributions/interactions of individual agencies to improved community outcomes in different aspects of social wellbeing. Within this regional information framework, the need for small area estimates of the population could arise from any potential parties (eg TLAs, communities, research institutes, government agencies, businesses), both nationally and locally, but predominantly at TLA or other meaningful small area level. Though this paper uses unemployment data for an illustration of the loglinear modelling methodology, the practical applications are applicable for other variables of interest. The approach offers an effective way to meet these specific information needs.

Areas of precaution and future directions

Safeguarding appropriate use of loglinear models

The use of the loglinear modelling approach depends on three factors:

1 availability of the relevant data from different sources
2 high correlation between the association structure from the census-type data and the allocation structure from the survey data
3 good understanding of the information used for the modelling. 

The availability of the relevant data is essential to the modelling approach, while the other two factors influence the success of modelling or the reliability of the model. It is possible for the fitted models not to reflect reality when used to estimate the variables in a small domain. One way to prevent such model failures is to fit model terms based on both statistical strength and practical knowledge on the variable of interest. Model quality measures should be assessed in conjunction with expert knowledge on the estimates, to arrive at the final results and interpretation. 

Another method to evaluate the modelling approach is to compare real census data to model estimates. This, however, relies heavily on the timing of the research. The modelling and the comparison have to be conducted for the census year, when data from different sources for the modelling work and the census are available. Caution must also be taken even when making such comparisons. For example, when using unemployment data from both MSD and HLFS sources, the users need to ensure that the unemployment counts cover the same period. 

Model checking, and small area estimates with small, accurately estimated design bias and variance, are important for good estimates and proper estimation of the MSE (Green et al 1998). Auxiliary information from previous censuses and surveys can improve sample estimates in small areas by lowering the MSE. 

Future work considerations

One way of assessing the adequacy of the loglinear modelling methodology is to examine the model assumptions and quality of the unemployment estimates. This could be usefully explored in future research by testing the association between the MSD and HLFS unemployment data over time, since the relationship may change due to changes in survey redesigns, government policies, etc. The annual income supplement survey conducted by SNZ can serve as a valuable and independent source of information for this purpose, since it collects both MSD and HLFS unemployment variables at unit record level. The unemployment-related data from this survey could be used for (1) verifying the relationship between MSD and HLFS unemployment variables, (2) assessing the quality of model estimates, and (3) identifying areas for further improvement of the modelling approaches. 

It must be pointed out that loglinear modelling is not the only approach to estimate unemployment or other variables of interest at a small area level. The relation between MSD and HLFS unemployment data may change over time, and hence other modelling approaches such as Bayesian models may become more appropriate. In small area estimation of other variables where two sources of data can be used to derive more reliable estimates, loglinear modelling may not be appropriate if the variable from the census data is not correlated with the variable from the survey data. 

The relative merits and limitations of administrative and survey data, and their similarity and differences, however, need to be compared and examined with respect to:

· the populations they represent
· the types of outcome and “background” variables they measure
· the quality of these measurements
· the “contextual” information, ie information on characteristics of social programmes and conditions (eg labor markets, service access) contained in these data sources for the population represented in each source
· the time frames for which information is available in each data source (ie the extent of longitudinal data on units).

Hotz et al (1998) comprehensively discussed the implications of using these two types of data for appropriate research or policy purposes in the United States. 

Statistics New Zealand (1998) studied the feasibility (costs and benefits) of integrating cross-sectional administrative data to produce new social statistics in New Zealand. Gobbi and Rea (2002) analysed unemployment register data collected by the New Zealand Employment Service (NZES) to investigate the duration of unemployment spells and the distribution of unemployment across job seekers. Maré (2002) used a different selection of NZES data to examine the effects of active labour market assistance programmes in influencing the subsequent unemployment experiences of job seekers. Maré and Papps (2002) analysed data collected by the Occupational Safety and Health Service (OSHS) in order to evaluate the effectiveness of OSHS information and enforcement activities in reducing the number of workplace accidents. These authors fully illustrated the potential value of administrative data sources for empirical research and policy or programme evaluations. Dixon (2002) reviewed in detail different programmes of combining administrative and survey data for research on the labour market and other areas. 

When estimates of regional or local information are to be used by some fine level of the population, issues of confidentiality are automatically raised. Preventive procedures must be devised and implemented before a confidentiality breach occurs. A minimum requirement for the use of the small area estimates would be for the users to sign a declaration of confidentiality compliance, as one does in the Datalab of SNZ. 
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Appendix A: MSD unemployment counts for three age groups for the quarter ending December 1996

	Region
	Sex
	Age group

	
	
	15–24
	25–49
	     50 and over


	Northland 
	M
	1794.4
	4386.6
	632.2

	
	F
	1060.3
	2555.0
	465.0

	Auckland 
	M
	7233.1
	16542.7
	2324.7

	
	F
	5040.4
	8104.5
	1796.9

	Waikato 
	M
	2924.9
	4955.0
	792.0

	
	F
	2047.8
	2849.2
	654.0

	Bay of Plenty 
	M
	2552.5
	5169.5
	755.0

	
	F
	1862.4
	1681.2
	601.0

	Gisborne
	M
	680.0
	1511.0
	203.0

	                                                                                                                        
	F
	438.0
	1011.0
	120.0

	Hawke’s Bay
	M
	1819.9
	3470.9
	550.0

	
	F
	1137.0
	1109.1
	377.0

	Taranaki
	M
	1295.9
	1982.1
	332.2

	
	F
	896.0
	1530.7
	277.1

	Manawatu
	M
	2552.7
	4287.6
	752.0

	
	F
	1693.3
	2220.2
	538.5

	Wellington
	M
	4073.4
	6911.3
	1145.7

	
	F
	2555.7
	2395.0
	753.3


Appendix B: MSD unemployment counts for 11 age groups for the quarter ending December 1996

	Region
	Sex
	Age group used as a continuous variable

	Age group
	15–19
	20–24
	25–29
	30–34
	35–39
	40–44
	45–49
	50–54
	55–59
	60–64
	65–69

	Median age
	17.5
	22.5
	27.5
	32.5
	37.5
	42.5
	47.5
	52.5
	57.5
	62.5
	67.5

	Northland 
	Male
	882
	912
	968
	954
	918
	869
	678
	402
	180
	50
	0

	
	Female
	525
	535
	540
	535
	511
	485
	484
	235
	178
	52
	0

	Auckland 
	Female
	3603
	3630
	3690
	3666
	3476
	3032
	2679
	1520
	631
	174
	0

	
	Male
	2572
	2468
	2148
	1863
	1598
	1386
	1110
	789
	523
	396
	89

	Waikato 
	Male
	1523
	1402
	1298
	1156
	1008
	893
	600
	459
	263
	68
	2

	
	Female
	1096
	952
	774
	683
	551
	476
	365
	307
	215
	132
	0

	Bay of Plenty 
	Female
	1302
	1251
	1219
	1176
	1077
	927
	771
	451
	231
	73
	0

	
	Male
	953
	909
	534
	382
	270
	261
	234
	220
	186
	143
	52

	Gisborne 
	Male
	347
	333
	328
	327
	312
	298
	246
	121
	69
	13
	0

	
	Female
	221
	217
	220
	224
	218
	187
	162
	64
	47
	9
	0

	Hawke’s Bay 
	Female
	924
	896
	843
	791
	703
	601
	533
	306
	195
	49
	0

	
	Male
	675
	462
	376
	249
	213
	143
	128
	123
	106
	83
	65

	Taranaki 
	Male
	690
	606
	554
	485
	397
	326
	220
	176
	116
	40
	0

	
	Female
	470
	426
	406
	355
	308
	256
	206
	142
	93
	39
	3

	Manawatu
	Female
	1357
	1196
	1073
	986
	861
	704
	664
	362
	225
	165
	0

	
	Male
	911
	782
	683
	555
	427
	316
	239
	201
	158
	100
	80

	Wellington 
	Male
	2263
	1810
	1664
	1513
	1380
	1268
	1086
	732
	321
	93
	0

	
	Female
	1413
	1143
	796
	546
	405
	365
	283
	251
	204
	189
	109


Appendix C: Design matrix for the MSD census data on unemployment of Table 1*

	b0
	s1
	s2
	a1
	a2
	a3
	r1
	r2
	r3
	r4
	r5
	r6
	r7
	r8
	r9
	s1a1
	s1a2
	s1a3
	s2a1
	…
	s2a3r9

	1
	1
	0
	1
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	…
	0

	1
	1
	0
	1
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	…
	0

	1
	1
	0
	1
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	…
	0

	1
	1
	0
	1
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	1
	0
	0
	0
	…
	0

	1
	1
	0
	1
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	1
	0
	0
	0
	…
	0

	1
	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	1
	0
	0
	0
	…
	0

	1
	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	1
	0
	0
	0
	…
	0

	1
	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	1
	0
	0
	0
	…
	0

	1
	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	1
	0
	0
	0
	…
	0

	1
	1
	0
	0
	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	…
	0

	1
	1
	0
	0
	1
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	…
	0

	1
	1
	0
	0
	1
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	…
	0

	1
	1
	0
	0
	1
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	1
	0
	0
	…
	0

	1
	1
	0
	0
	1
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	1
	0
	0
	…
	0

	1
	1
	0
	0
	1
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	1
	0
	0
	…
	0

	1
	1
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	1
	0
	0
	…
	0

	1
	1
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	1
	0
	0
	…
	0

	1
	1
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	1
	0
	0
	…
	0

	1
	1
	0
	0
	0
	1
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	…
	0

	1
	1
	0
	0
	0
	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	…
	0

	1
	1
	0
	0
	0
	1
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	…
	0

	1
	1
	0
	0
	0
	1
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	1
	0
	…
	0

	1
	1
	0
	0
	0
	1
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	1
	0
	…
	0

	1
	1
	0
	0
	0
	1
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	1
	0
	…
	0

	1
	1
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	1
	0
	…
	0

	1
	1
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	1
	0
	…
	0

	1
	1
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	1
	0
	…
	0

	1
	0
	1
	1
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	…
	0

	1
	0
	1
	1
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	…
	0

	1
	0
	1
	1
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	…
	0

	1
	0
	1
	1
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	…
	0

	1
	0
	1
	1
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	1
	…
	0

	1
	0
	1
	1
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	1
	…
	0

	1
	0
	1
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	1
	…
	0

	1
	0
	1
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	1
	…
	0

	1
	0
	1
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	1
	…
	0

	1
	0
	1
	0
	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	1
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	1
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	1
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	1
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	1
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	0
	1
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	0
	1
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	0
	1
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	0
	1
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	0
	1
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	0
	1
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	0
	1
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	…
	0

	1
	0
	1
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	…
	1


* The letters b, s, a, and r denote intercept, sex, age group, and region, respectively. The subscripts refer to the relevant level of each variable (eg 1 for male and 2 for female for the sex variable), while the combinations of these letters represent corresponding interactions. Only some columns of the interaction terms are presented, just as an indication of how an interaction term can be worked out from the corresponding main effect terms.

Appendix D: Design matrix for the MSD census data on unemployment of Table 2*, where age (hence age squared) is used as a continuous variable

	b0
	s1
	s2
	a
	a2
	s1a
	s2a
	s1a2
	s2a2
	r1
	r2
	r3
	r4
	r5
	r6
	r7
	r8
	r9
	s1r1
	…
	s2a2r9

	1
	1
	0
	17.5
	306.25
	17.5
	0
	306.25
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	…
	0

	1
	1
	0
	17.5
	306.25
	17.5
	0
	306.25
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	17.5
	306.25
	17.5
	0
	306.25
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	17.5
	306.25
	17.5
	0
	306.25
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	17.5
	306.25
	17.5
	0
	306.25
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	17.5
	306.25
	17.5
	0
	306.25
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	…
	0

	1
	1
	0
	17.5
	306.25
	17.5
	0
	306.25
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	…
	0

	1
	1
	0
	17.5
	306.25
	17.5
	0
	306.25
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	…
	0

	1
	1
	0
	17.5
	306.25
	17.5
	0
	306.25
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	…
	0

	1
	1
	0
	22.5
	506.25
	22.5
	0
	506.25
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	…
	0

	1
	1
	0
	22.5
	506.25
	22.5
	0
	506.25
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	22.5
	506.25
	22.5
	0
	506.25
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	22.5
	506.25
	22.5
	0
	506.25
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	22.5
	506.25
	22.5
	0
	506.25
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	22.5
	506.25
	22.5
	0
	506.25
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	…
	0

	1
	1
	0
	22.5
	506.25
	22.5
	0
	506.25
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	…
	0

	1
	1
	0
	22.5
	506.25
	22.5
	0
	506.25
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	…
	0

	1
	1
	0
	22.5
	506.25
	22.5
	0
	506.25
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	…
	0

	1
	1
	0
	27.5
	756.25
	27.5
	0
	756.25
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	…
	0

	1
	1
	0
	27.5
	756.25
	27.5
	0
	756.25
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	27.5
	756.25
	27.5
	0
	756.25
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	27.5
	756.25
	27.5
	0
	756.25
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	27.5
	756.25
	27.5
	0
	756.25
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	27.5
	756.25
	27.5
	0
	756.25
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	…
	0

	1
	1
	0
	27.5
	756.25
	27.5
	0
	756.25
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	…
	0

	1
	1
	0
	27.5
	756.25
	27.5
	0
	756.25
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	…
	0

	1
	1
	0
	27.5
	756.25
	27.5
	0
	756.25
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	…
	0

	1
	1
	0
	32.5
	1056.3
	32.5
	0
	1056.3
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	…
	0

	1
	1
	0
	32.5
	1056.3
	32.5
	0
	1056.3
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	32.5
	1056.3
	32.5
	0
	1056.3
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	32.5
	1056.3
	32.5
	0
	1056.3
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	32.5
	1056.3
	32.5
	0
	1056.3
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	32.5
	1056.3
	32.5
	0
	1056.3
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	…
	0

	1
	1
	0
	32.5
	1056.3
	32.5
	0
	1056.3
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	…
	0

	1
	1
	0
	32.5
	1056.3
	32.5
	0
	1056.3
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	…
	0

	1
	1
	0
	32.5
	1056.3
	32.5
	0
	1056.3
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	…
	0

	1
	1
	0
	37.5
	1406.3
	37.5
	0
	1406.3
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	…
	0

	1
	1
	0
	37.5
	1406.3
	37.5
	0
	1406.3
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	37.5
	1406.3
	37.5
	0
	1406.3
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	37.5
	1406.3
	37.5
	0
	1406.3
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	37.5
	1406.3
	37.5
	0
	1406.3
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	37.5
	1406.3
	37.5
	0
	1406.3
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	…
	0

	1
	1
	0
	37.5
	1406.3
	37.5
	0
	1406.3
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	0
	…
	0

	1
	1
	0
	37.5
	1406.3
	37.5
	0
	1406.3
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	0
	…
	0

	1
	1
	0
	37.5
	1406.3
	37.5
	0
	1406.3
	0
	0
	0
	0
	0
	0
	0
	0
	0
	1
	0
	…
	0

	1
	1
	0
	42.5
	1806.3
	42.5
	0
	1806.3
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	1
	…
	0

	1
	1
	0
	42.5
	1806.3
	42.5
	0
	1806.3
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	42.5
	1806.3
	42.5
	0
	1806.3
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	42.5
	1806.3
	42.5
	0
	1806.3
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	0
	…
	0

	1
	1
	0
	42.5
	1806.3
	42.5
	0
	1806.3
	0
	0
	0
	0
	0
	1
	0
	0
	0
	0
	0
	…
	0


* The letters b, s, a, and r denote intercept, sex, age, and region, respectively. The subscripts refer to the relevant level of each variable (eg 1 for male and 2 for female for the sex variable), while the combinations of these letters represent corresponding interactions. Only some columns of the interaction terms are presented, just as an indication of how an interaction term can be worked out from the corresponding main effect terms. Due to space, only the first 50 rows of the design matrix are presented. Note that age is a continuous variable, and hence the variable age squared.  

Appendix E: Fundamental SAS programs

Saturated loglinear model

libname ex "c:\loglinear";

/*Input raw census data*/
data ex.census;
do sex=1 to 2; do age=1 to 3; do region=1 to 9;


input unemp_census@@; output; end; end; end; cards;

1794.4 7233.1 2924.9 2552.5 680.0 1819.9 1295.9 2552.7 4073.4 4386.6 16542.7 4955.0 5169.5 1511.0 3470.9 1982.1 4287.6 6911.3 632.2 2324.7 792.0
755.0
203.0
550.0
332.2
752.0
1145.7 1060.3 5040.4 2047.8 1862.4 438.0
1137.0 896.0 1693.3 2555.7 2555.0 8104.5 2849.2 1681.2 1011.0 1109.1 1530.7 2220.2 2395.0 465.0 1796.9 654.0 601.0 120.0 377.0 277.1 538.5
753.3

; run;

/*Write design matrix*/
data ex.design_matrix(drop=i j k sex age region unemp_census);set ex.census; intercept=1;array s{2} s1-s2; array a{3} a1-a3; array r{9} r1-r9; array sa{6} sa1-sa6; array sr{18} sr1-sr18; array ar{27} ar1-ar27; array sar{54} sar1-sar54; do i=1 to 2;do j=1 to 3;do k=1 to 9; if sex=i then s{i}=1; else s{i}=0; if age=j then a{j}=1; else a{j}=0; if region=k then r{k}=1;else r{k}=0; sa{(i–1)*3+j}=s{i}*a{j}; 

sr{(i–1)*9+k}=s{i}*r{k};ar{(j–1)*9+k}=a{j}*r{k}; sar{(i–1)*3*9+(j–1)*9+k}=s{i}*a{j}*r{k}; end;end;end; run;

proc transpose data=ex.design_matrix out=ex.design_matrix_transpose; var intercept s1-s2 a1-a3 sa1-sa6 r1-r9 sr1-sr18 ar1-ar27 sar1-sar54; run;

/*Loglinear modelling (census model) and output parameter estimates*/
proc genmod data=ex.census; make ‘ParameterEstimates’ out=ex.params_census (keep=parameter level1 level2 level3 estimate where=(parameter ne ‘Scale’)); class sex age region; model unemp_census=sex|age|region/type3 obstats dist=poisson link=log; output out=ex.pred_census pred=pred_census; run;

/*Estimation of X2*Beta2*/
data ex.XBeta (drop=i _name_); merge ex.design_matrix_transpose ex.params_census; array col(54) col1-col54; do i=1 to 54; col(i)=col(i)*estimate;
end; run;

proc means data=ex.XBeta (firstobs=7); var col1-col54; output out=ex.X2Beta2 (drop=_type_ _freq_) sum=col1-col54; run;

proc transpose data=ex.X2Beta2 out=ex.X2Beta2 (rename=(col1=x2b2) drop=_name_); var col1-col54; run;

/*Input survey margins data*/
data ex.survey; input s1-s2 a1-a3@@; cards;

62125 47116 44235 52175 12831

; run;

/*Estimate pseudo small area counts from updated survey margins data*/
data ex.survey (drop=n i j s1-s2 a1-a3);set ex.survey; n=s1+s2; array s(2) s1-s2; array a(3) a1-a3;  do i=1 to 2; do j=1 to 3; do region=1 to 9; sex=i; age=j; unemp_survey=n*(s(i)/n)*(a(j)/n)/9; output; end;end;end; run;  

data ex.combined_genmod; merge ex.survey ex.X2Beta2; run;

/*Loglinear modelling (survey model) with X2*Beta2 as an offset*/
proc genmod data=ex.combined_genmod; make ‘ParameterEstimates’ out=ex.params_survey (keep=parameter level1 estimate where=(parameter ne ‘Scale’)); class sex age region; model unemp_survey=sex age/type3 obstats dist=poisson link=log offset=x2b2; output out=ex.pred_final pred=pred_final;run;

data ex.params_fullmodel; set ex.params_survey ex.params_census (keep=parameter level1 level2 level3 estimate firstobs=7); run;

Alternative loglinear model

libname ex "c:\loglinear";

/*Input raw census data*/
data ex.census; do sex=1 to 2; do age=1 to 11; do region=1 to 9;input Unemp_census@@;

agec=17.5+(age–1)*5;aa=agec*agec;output;end;end;end;cards;

882
3603
1523
1302
347
924
690
1357
2263
912
3630
1402 1251
333
896
606
1196
1810
968
3690
1298
1219
328
843 554
1073
1664
954
3666
1156
1176
327
791
485
986
1513 918
3476
1008
1077
312
703
397
861
1380
869
3032
893 927
298
601
326
704
1268
678
2679
600
771
246
533 220
664
1086
402
1520
459
451
121
306
176
362
732 180
631
263
231
69
195
116
225
321
50
174
68 73 13
49
40
165
93
0
0
2
0
0
0
0 0 0 525
2572
1096
953
221
675
470
911
1413
535
2468
952 909
217
462
426
782
1143
540
2148
774
534
220
376 406
683
796
535
1863
683
382
224
249
355
555
546 511
1598
551
270
218
213
308
427
405
485
1386
476 261
187
143
256
316
365
484
1110
365
234
162
128 206
239
283
235
789
307
220
64
123
142
201
251 178
523
215
186
47
106
93
158
204
52
396
132 143
9
83
39
100
189
0
89
0
52
0
65 3 80
109

; run;

/*Write design matrix*/
data ex.design_matrix (drop=i j sex age region unemp_census); set ex.census; intercept=1; array s{2} s1-s2; array r{9} r1-r9;
array sa{2} sa1-sa2; array saa{2} saa1-saa2; array sr{18} sr1-sr18; array ar{9} ar1-ar9; array aar{9} aar1-aar9; array sar{18} sar1-sar18; array saar{18} saar1-saar18; do i=1 to 2; do j=1 to 9;if sex=i then s{i}=1;else s{i}=0;if region=j then r{j}=1;else r{j}=0;

sa{i}=s{i}*agec; saa{i}=s{i}*aa; ar{j}=agec*r{j}; aar{j}=aa*r{j};

sr{(i–1)*9+j}=s{i}*r{j}; sar{(i–1)*9+j}=s{i}*agec*r{j}; 

saar{(i–1)*9+j}=s{i}*aa*r{j};
end; end; run;

proc transpose data=ex.design_matrix out=ex.design_matrix_transpose;var intercept s1-s2 agec aa sa1-sa2 saa1-saa2 r1-r9 sr1-sr18 ar1-ar9 aar1-aar9 sar1-sar18 saar1-saar18;run;

/*loglinear modelling (census model) and output parameter estimates*/

proc genmod data=ex.census;make ‘ParameterEstimates’ out=ex.params_census (where=(parameter ne ‘Scale’) keep=parameter level1 level2 estimate); class sex age region; model unemp_census=sex agec aa sex*agec sex*aa region sex*region agec*region aa*region sex*agec*region sex*aa*region/type3 obstats dist=poisson link=log; output out=ex.pred_census pred= pred_census;run;

/*Estimate Beta2*X2 for the census raw data*/
data ex.XBeta (drop=i); merge ex.design_matrix_transpose ex.params_census; array col(198) col1-col198; do i=1 to 198;

col(i)=col(i)*estimate; end; run;

proc means data=ex.XBeta (firstobs=6); var col1-col198;

output out=ex.X2Beta2 (drop=_type_ _freq_) sum=col1-col198;run;

proc transpose data=ex.X2Beta2 out=ex.X2Beta2 (rename=(col1=x2b2)); var col1-col198;run;

/*Input survey margins data*/
data ex.survey; input s1-s2 a1-a11@@; cards;                                                                                                                             

62125 47116 24760 19475 14254 11325 9965 9067 7564 5214 3654 3269 694 

;run;

/*Estimate pseudo small area counts from updated survey margins data*/
data ex.survey (drop=n i j s1-s2 a1-a11); set ex.survey; n=s1+s2;

array s(2) s1-s2; array a(11) a1-a11; do i=1 to 2; do j=1 to 11; do region=1 to 9; sex=i; age=j; agec=17.5+(age–1)*5; aa=agec*agec; unemp_survey=n*(s(i)/n)*(a(j)/n)/9;output;end;end;end;run;  

data ex.combined_genmod (drop=_name_); merge ex.survey ex.X2Beta2;run;

/*loglinear modelling (survey model) with X2*Beta2 as an offset*/
proc genmod data=ex.combined_genmod; make ‘ParameterEstimates’ out=ex.params_survey (keep=parameter level1 estimate where=(parameter ne ‘Scale’)); class sex age region;model unemp_survey=sex agec aa/type3 obstats dist=poisson link=log offset=x2b2; output out=ex.pred_final pred=pred_final; run;

/*Combine parameter estimates from both models for the final model*/;

data ex.params_fullmodel; set ex.params_survey ex.params_census (keep=parameter level1 level2 estimate firstobs=6);run;

Appendix F: More efficient SAS programs

Saturated loglinear model I (parameters estimates+predictions)

libname ex "c:\loglinear";

/*Input raw census data*/
data ex.census;
do sex=1 to 2; do age=1 to 3; do region=1 to 9;


input unemp_census@@; output; end; end; end; cards;

1794.4 7233.1 2924.9 2552.5 680.0 1819.9 1295.9 2552.7 4073.4 4386.6 16542.7 4955.0 5169.5 1511.0 3470.9 1982.1 4287.6 6911.3 632.2 2324.7 792.0
755.0
203.0
550.0
332.2
752.0
1145.7 1060.3 5040.4 2047.8 1862.4 438.0
1137.0 896.0 1693.3 2555.7 2555.0 8104.5 2849.2 1681.2 1011.0 1109.1 1530.7 2220.2 2395.0 465.0 1796.9 654.0 601.0 120.0 377.0 277.1 538.5
753.3

; run;

/*Loglinear modelling (census model) and output parameter estimates*/
proc genmod data=ex.census; make ‘ParameterEstimates’ out=ex.params_census (keep=parameter level1 level2 level3 estimate where=(parameter ne ‘Scale’)); class sex age region; model unemp_census=sex|age|region/type3 obstats dist=poisson link=log; output out=ex.pred_census pred=pred_census; run;

/*Input survey margins data*/
data ex.survey; input s1-s2 a1-a3@@; cards;

62125 47116 44235 52175 12831

; run;


/*Estimate pseudo small area counts from updated survey margins data*/
data ex.survey (drop=n i j s1-s2 a1-a3);set ex.survey; n=s1+s2; array s(2) s1-s2; array a(3) a1-a3;  do i=1 to 2; do j=1 to 3; do region=1 to 9; sex=i; age=j; unemp_survey=n*(s(i)/n)*(a(j)/n)/9; output; end;end;end; run;  

data ex.comb; merge ex.survey ex.pred_census; by sex age region; log_pred=log(pred_census);run;

/*Loglinear modelling (survey model) with log_pred as an offset*/
proc genmod data=ex.comb; make ‘ParameterEstimates’ out=ex.params_survey (keep=parameter level1 estimate where=(parameter ne ‘Scale’)); class sex age region; model unemp_survey=sex age/type3 obstats dist=poisson link=log offset= log_pred; output out=ex.pred_final pred=pred_final;run;

data ex.params_fullmodel; set ex.params_survey ex.params_census (keep=parameter level1 level2 level3 estimate firstobs=7); run;

Saturated loglinear model II (predictions only)

libname ex "c:\loglinear";

/*Input raw census data*/
data ex.census;
do sex=1 to 2; do age=1 to 3; do region=1 to 9;


input unemp_census@@; output; end; end; end; cards;

1794.4 7233.1 2924.9 2552.5 680.0 1819.9 1295.9 2552.7 4073.4 4386.6 16542.7 4955.0 5169.5 1511.0 3470.9 1982.1 4287.6 6911.3 632.2 2324.7 792.0
755.0
203.0
550.0
332.2
752.0
1145.7 1060.3 5040.4 2047.8 1862.4 438.0
1137.0 896.0 1693.3 2555.7 2555.0 8104.5 2849.2 1681.2 1011.0 1109.1 1530.7 2220.2 2395.0 465.0 1796.9 654.0 601.0 120.0 377.0 277.1 538.5
753.3

; run;

/*Input survey margins data*/
data ex.survey; input s1-s2 a1-a3@@; cards;

62125 47116 44235 52175 12831

; run;


/*Estimate pseudo small area counts from updated survey margins data*/
data ex.survey (drop=n i j s1-s2 a1-a3);set ex.survey; n=s1+s2; array s(2) s1-s2; array a(3) a1-a3;  do i=1 to 2; do j=1 to 3; do region=1 to 9; sex=i; age=j; unemp_survey=n*(s(i)/n)*(a(j)/n)/9; output; end;end;end; run;  

/*Combine census data and survey pseudo small area counts*/
data ex.comb; merge ex.survey ex.census; by sex age region; log_pred=log(unemp_census);run;

/*Loglinear modelling (survey model) with log_census data as offset*/
proc genmod data=ex.comb; make ‘ParameterEstimates’ out=ex.params_survey (keep=parameter level1 estimate where=(parameter ne ‘Scale’)); class sex age region; model unemp_survey=sex age/type3 obstats dist=poisson link=log offset= log_pred; output out=ex.pred_final pred=pred_final;run;

Alternative loglinear models

libname ex "c:\loglinear";

/*Input raw census data*/
data ex.census; do sex=1 to 2; do age=1 to 11; do region=1 to 9;input Unemp_census@@;

agec=17.5+(age–1)*5;aa=agec*agec;output;end;end;end;cards;

882
3603
1523
1302
347
924
690
1357
2263
912
3630
1402 1251
333
896
606
1196
1810
968
3690
1298
1219
328
843 554
1073
1664
954
3666
1156
1176
327
791
485
986
1513 918
3476
1008
1077
312
703
397
861
1380
869
3032
893 927
298
601
326
704
1268
678
2679
600
771
246
533 220
664
1086
402
1520
459
451
121
306
176
362
732 180
631
263
231
69
195
116
225
321
50
174
68 73 13
49
40
165
93
0
0
2
0
0
0
0 0 0 525
2572
1096
953
221
675
470
911
1413
535
2468
952 909
217
462
426
782
1143
540
2148
774
534
220
376 406
683
796
535
1863
683
382
224
249
355
555
546 511
1598
551
270
218
213
308
427
405
485
1386
476 261
187
143
256
316
365
484
1110
365
234
162
128 206
239
283
235
789
307
220
64
123
142
201
251 178
523
215
186
47
106
93
158
204
52
396
132 143
9
83
39
100
189
0
89
0
52
0
65 3 80
109

; run;

/*Loglinear modelling (census model) and output parameter estimates*/
proc genmod data=ex.census;make ‘ParameterEstimates’ out=ex.params_census (where=(parameter ne ‘Scale’) keep=parameter level1 level2 estimate); class sex age region; model unemp_census=sex agec aa sex*agec sex*aa region sex*region agec*region aa*region sex*agec*region sex*aa*region/type3 obstats dist=poisson link=log; output out=ex.pred_census pred=pred_census;run;

/*Input survey margins data*/
data ex.survey; input s1-s2 a1-a11@@; cards;                                                                                                                             

62125 47116 24760 19475 14254 11325 9965 9067 7564 5214 3654 3269 694 

;run;

/*Estimate pseudo small area counts from updated survey margins data*/
data ex.survey (drop=n i j s1-s2 a1-a11); set ex.survey; n=s1+s2;

array s(2) s1-s2; array a(11) a1-a11; do i=1 to 2; do j=1 to 11; do region=1 to 9; sex=i; age=j; agec=17.5+(age–1)*5; aa=agec*agec; unemp_survey=n*(s(i)/n)*(a(j)/n)/9;output;end;end;end;run;  

data ex.comb; merge ex.survey ex.pred_census (drop=agec aa); by sex age region; log_pred=log(pred_census);run;

/*loglinear modelling (survey model) and output parameter estimates*/
proc genmod data=ex.comb; make ‘ParameterEstimates’ out=ex.params_survey (keep=parameter level1 estimate where=(parameter ne ‘Scale’)); class sex age region; model unemp_survey=sex agec aa/type3 obstats dist=poisson link=log offset=log_pred; output out=ex.pred_final pred=final;run;

/*Combine parameter estimates from both models for the final model*/;

data ex.params_fullmodel; set ex.params_survey ex.params_census (keep=parameter level1 level2 estimate firstobs=6);run;

� The SAS programming was completed while the author worked at Statistics New Zealand in 2003.


� The SNZ definition of unemployment refers to all people in the working-age population who during their reference week were without a paid job, were available for work and (a) had actively sought work in the past four weeks ending with the reference week, or (b) had a new job to start within four weeks (SNZ 2004). MSD defines unemployment according to registered job seekers, which is an administrative measure. Registered job seekers may be working up to 29 hours per week, as long as they are seeking to increase their hours of work, and there are no specific job search criteria for them. Most registered job seekers are expected to be available for work but, at any time, some may not be immediately available (MSD 2003).
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